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4 research lines: 
 Optomechanical Design
 Optical Metrology
 Visual Optics
 Color & Spectral Tech

► Staff: 37 people
► 10 researchers
► 15 R+D Engineers
► 8 PhD Students
► 4 Management
► 9+3 spin-off companies

► Multidisciplinary: 
► Optics
► Mechanics
► Electronics
► Software

► Site:
► 1800 m2

► Research labs
► Mechanic & Electronic 

Workshops

Optical Engineering CD6 - UPC

Development of prototypes and turn-key instruments

Presenter Notes
Presentation Notes
The CD6 is a technological innovation centre from Univeristat Politecnica de Catalunya, which operates in the field of Optical Engineering. Our activity is aimed at creating value through innovation. Applied research developed reaches the market as new products or new processes. The centre's researchers are working on four major areas: Metrology, Visual Optics, Optical design and simulation and Colour and spectral technologies.Moreover, the knowledge gained in these lines, results in applications that are transferred to industry through prototyping services (optics, mechanics, electronics). Here we are presenting our activities in LIDAR and data fusion
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AS

ActionSensors Actuators

INTERPRETABILITY

Data fusion for autonomous systems
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Presenter Notes
Presentation Notes
It has been becoming more and more clear in the last years that multimodal imaging is critical to the deployment of any autonomous systems. Not many applications use a lidar alone, in special if resilient systems are expected.  The use of several imaging modes adds on redundancy, complements the information among the imaging modes, and prevents the failure modes of each sensor: lidars work well at night because they are active, but if they had the spatial resolution of RGB cameras there would be currently no computer able to handle such point clouds in a decent time. However lidars see in 3D, and cameras only projections: this is what we call the enhancement of the interpretability of the scene, which requires solid data fusion approaches so we can shift between modes. 
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Guide

1. Motivation

2. Working Principle

3. Experimental setup

4. Results and Applications

5. Conclusions

Presenter Notes
Presentation Notes
4 parts
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Basics of image fusion in computer vision

Data fusion in Multimodal Imaging

Extrinsics Intrinsics

Information

Environment

System

5

Presenter Notes
Presentation Notes
Let us start with the basics despite a detailed formulation may be found elsewhere/.A multimodal imaging System involves differet sensors, in diferent points of space, measuring in diferent ways. This involves combining failure modes or adding up redundant information, depending on the approach one is taking in the aplication.Thus, to develop perception based upon multimodal images one needs to handle twodifferent informatons: the relative pose of the System in the environament (how sensor relate to each other), and the way the measurements are taken in each sensor.This is usually referred to as extrinsics (pose) and intrinsics (how the sensor measures)
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Basics of image fusion in computer vision: extrinsics
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Presenter Notes
Presentation Notes
Extrinsics have an equivalent formulation for each sensorFor Sensor n (Sn) we take the coordinates and the orientation of sensor p, essentially three DOF for orientation (pose) and 3 DOF for position. These are rigid transformations.In practice is “just” building and referring the sensor to a single reference frame (the world one) so all sensors are related to each other. We are in practice building the homography matrix for each pair of sensors so we are able to see the world from the point of view of the otherThis will be done by calibrating with a know physical element
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Basics of image fusion in computer vision: intrinsics

LiDAR (pulsed solid-state MEMS)

Cameras
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2 𝑘𝑘𝑡𝑡𝑇𝑇𝑇𝑇𝑇𝑇𝑘𝑘

𝐿𝐿�𝒔𝒔

Point Cloud

Yeong et al. 2021

Camera Projection
- Projection
- Distortion

𝜆𝜆 𝑢𝑢𝑘𝑘 , 𝑣𝑣𝑘𝑘 , 1 = 𝑘𝑘
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𝑓𝑓𝑥𝑥 0 0
𝑠𝑠 𝑓𝑓𝑦𝑦 0
𝑢𝑢𝑐𝑐 𝑣𝑣𝑐𝑐 1

Image

Presenter Notes
Presentation Notes
Intrinsics, however, refer to how each sensor sees the world. We’ll work fusing lidar and cameras, so we’ll introduce these two types of models.When you have e.g. a radar you need a different intrinsics model here. Intrinsic include aspects such as the particular or individual measuring performance / nature of the sensor / type of info delievered. Point clouds are different from imagesLidar: We considering a TOF lidar using a MEMS scanner, so TOF must be in the system and spherical coordinates are the most suitable. For each point k in the point cloud from sensor L, one needs to consider the distance measurement, plus the direction the beam is travelling in space.Cameras: known from classical CV. All cameras project the world in a plane so they are managed with a pinhole model, where the focal point of the system is the origin of the camera and the image plane is placed in front of it, with some key points such as  the focal distance sin both pixel directions, the potential skewness between them, and the identity to the lambda parameter there to show the Depth information is lost.That’s the first layer, of course. In addition, a detailed distortion model needs be added 
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Basics of image fusion in computer vision: calibration

 Checkerboard as 
reference for calibration

 Distortion model [1]

Use of lidar enables to add on the depth information
and improve extrinsic determination :
Improved data fusion error!
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.[1] https://doi.org/10.3390/s20102898

Presenter Notes
Presentation Notes
All these parameters are optimized using C known external reference, in CV usually a BW checkerboard. Further, detailed distortion model may be required both in camera and lidar. Note however that in difference with conventional CV, adding up a lidar adds on the Depth information on the calibration process, making it more robust and accurate. The estimation of the real Depth of the extrinsics reduces significantly the fusion error, in especial if a last calibration using  the reference checkerboard to the extrinsic parameters of the cameras is implemented.Using a LIDAr depth information reduces significantly the error between the data fusion modes and improves the accuracy of the results. 

https://doi.org/10.3390/s20102898
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Overall approach

LiDAR

Cameras

Reference
Extrinsic model

Distortion model
Intrinsic model

Final extrinsic
optimization
with shared
reference

Parameter
optimization in 

models

Reference
Extrinsic model

Distortion model
Intrinsic model Parameter

optimization in 
models
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Presenter Notes
Presentation Notes
This summarizes the overall approach: Extrinsics and intrinsics are optimized model by model, separately, then a final extrinsics optimization using lidar+camera(s) is performed.
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Guide

1. Motivation

2. Working Principle

3. Experimental setup

4. Results and Applications

5. Conclusions

Presenter Notes
Presentation Notes
He dividio lapresentación en estas cuatro partes
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Courtesy of Beamagine SLCourtesy of Beamagine SL

TRL7
Max dimension 20 cm

TRL 9
Max dimension 18cm

Courtesy of Beamagine SLCourtesy of Beamagine SL

SENSOR FOV [º] Size [pix] Measure

Lidar L3CAM 60 x 20 480 x 150 (72 kpx) 3D point cloud

RGB See3CAM CU130 68 x 40 4224 x 3156 (13Mpx) Colour

Pol PHX050S-QC 56 x 42 2448 x 2048 (5 Mpx) Colour & Linear Pol.

LWIR MosaicCORE C3 69 x 60 320 x 240 (76.8 kpx) Temperature

Presenter Notes
Presentation Notes
For the development of the algorithms we have been working with a multimodal system manufactured by Beamagine, a company in Barcelona with whom we have closely collaborated in the late years. We have developed a multimodal unit involving lidar with self developed technologies and different camera modes which may combine into a reduced parallax error, and a single camera output so the data comes out already fusedSensors involve up to 18 imaging modes depending on configuration, combining lidar, RGB, thermal and polarimetric cameras. All configurable.
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Fusion results: parallax error

Direct measure of the 
parallax error of the fusion

Literature mainly based 
on Location of sensors

Sensor Pair Parallax Error 
[deg]

Parallax Error 
[mrad]

Lidar-RGB 0,271 4,7
Lidar-Pol 0,288 5,0

Lidar-LWIR 0,300 5,2
RGB-Pol 0,120 2,1

RGB-LWIR 0,183 3,2
Pol- LWIR 0,234 4,1
Average 
System 0,232 4,1

12
Bilbao 26-28th September 2023

Presenter Notes
Presentation Notes
By using a double extrinsic approach the parallax error between sensors is significantly improved, bringint it to the order of the resolution of the lidar. Extrinsics calculation based on just location of the cameras and their correspondence (not measurement and opitmizaqtion of the parameters for minimizing the parallax error) improve one order of magnitude the parallax error. 
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Guide

1. Motivation

2. Working Principle

3. Experimental setup

4. Results and Applications

5. Conclusions
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Fusion results: enhanced interpretability INTERPRETABILITY

Presenter Notes
Presentation Notes
RGB+Lidar Fusion helps us interpreting the scenario. Lidar also may protect privacy, which in some applications is very meaningful. 
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15Results and applicationsFusion results: improvement of failure modes (automotive, adverse weather)

Presenter Notes
Presentation Notes
Polarimetric imaging plus lidar.. Using DoLP in wet scenarios enables improved protection ot failure modes. Note the guy crossing suddenly is hardly seen in the RGB images but easily detectable in polarimetric and lidar, Brewster angle causes reflected light to be clearly polarized  enhanced perception of salient objects or materials
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Fusion results: redundancy of imaging modes (maritime)

Presenter Notes
Presentation Notes
Another use of polarization imaging involves detection of scenes overwater, where lidar is also useful. Some of our videos show the ability to detect small objects overwater.
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Fused Point Cloud
- Colour
- Thermal

Registered 
LWIR+RGB 

image
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Fusion results: high accuracy 2D registration through 3D

17

Presenter Notes
Presentation Notes
This can be applied to multiple imaging modes if so desired. 
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Fusion results: Perception in complex scenarios

Presenter Notes
Presentation Notes
Complex applications and scenarios benefit from multimodality in all weather.
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Fusion results: Perception in complex scenarios

Presenter Notes
Presentation Notes
Complex applications and scenarios benefit from multimodality in all weather.
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Conclusions

 Data fusion is a critical tool for AS technology and robotics, as failure modes are
compensated and redundancy of perceptions/complementary information achieved

 Using depth information from a high-density LiDAR device enables improving data
fusion (both 2D-3D and 2D-2D) to the 4mrad regime

 Multimodal imaging enhances perception of the environment: complementary data
with unshared failure modes, redundant data, management of complex scenes,…

 Perception based on multimodal imaging systems demonstrates greater accuracy and
robustness in different working conditions & scenarios easing AI applications.

20
Bilbao 26-28th September 2023



santiago.royo@upc.edu Bilbao 26-28th September 2023

Multimodal sensing vehicle under construction (end 2023)
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https://nuscenes.org

Presenter Notes
Presentation Notes
Current work, vehicle available for data set generation

https://nuscenes.org/
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Multimodal sensing vehicle under construction (end 2023)

Presenter Notes
Presentation Notes
First setup until car arrives already working
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Team
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Posdoctoral researchers

Senior researchers

PhD students

Research Engineers

Workshop technicians
Pau Santos Pablo García

Carlos Yáñez María Ballesta Gerard de Mas Aleix R.Bobi

Adriá Subirana Jordi Segura Noel Rodrigo Eduardo Bernal

Xavier Murcia Fermín Alarcón

Frédéric Bernardin Josep R.Casas

Sara Peña

Sara Giménez

Presenter Notes
Presentation Notes
The team 
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Thank you! 

Santiago Royo
santiago.royo@upc.edu
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Presenter Notes
Presentation Notes
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